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Parallelizing assistance tools combine:
  – Auto parallelization techniques
  – Human knowledge of the program properties
Related works

• URSA MINOR / INTERPOL:
  – Shows:
    • Static analysis results
    • Performance analysis data
  – Enables manual parallelizing

• CAPO:
  – Based on CAPTools
  – Shows dependence analysis results
  – Inserts OpenMP directives
Development

• Developing an interactive assistance tool which assists manual program parallelization using OpenMP.
  – This tool was named iPat/OMP

• Features of iPat/OMP:
  – Shows static analysis results and performance analysis data
  – Enables manual parallelizing
  – Allows the user to execute parallelizing assistance functions in a commodity editor environment
Parallelizing assistance capabilities of iPat/OMP

- Parallelism analysis capability:
  - analyzing the parallelism of a program
  - showing the results

- OpenMP directives creation capability:
  - creating the OpenMP directive required for parallelization
  - showing the directives

- Program restructuring capability:
  - restructuring the programs which can benefit from parallelization or optimization

- Execution time analysis capability:
  - analyzing execution time
  - showing the results
Design concepts
Editor-embedded system

• Assistance capabilities are embedded within a commodity editor.
  – In the same environment, the user can carry out:
    • Program editing
    • Interactive program parallelization
Role assignments

- **iPat/OMP:**
  - analyzes a program upon request
  - shows the analysis results to the user.
Role assignments

• The user:
  – invokes the program analysis of iPat/OMP
  – carries out:
    • Manual modification of the program
    • Parallelization of the program
Expected results of role assignments

• Maintaining human-readability of the code
  – The OpenMP program enables the user to understand the source code easily.

• Selecting an appropriate target
  – Selection of the target section by the user makes it possible to prevent unnecessary sections from being parallelized.
Interaction with the user

• iPAt/OMP obtains knowledge of the program properties from the user.
• The user provides the knowledge via directives.
  – iPAt/OMP analyzes the program based on this knowledge.
Target users

• iPAt/OMP assists users of various skill levels:  
  – either parallel programming beginners or experts
• iPAt/OMP assists the user according to the parallel programming skill of the user.
Portability and extendability

• Portability:
  – iPat/OMP is implemented without libraries that are limited to a particular OS environment.

• Extendability:
  – A developer can add a new capability easily.
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Implementation

• Beneficial features of GNU/Emacs:
  – Widely used free-software
  – Powerful editing functions
  – High extendability by using Emacs Lisp
Components

- iPat/OMP consists of two sub-components:
  - Parallelizing assistance functionalities:
    - analyzing the program and showing the results
  - Interactive environment in Emacs
    - implemented using Emacs Lisp
    - enables the user to invoke parallelizing assistance capabilities on Emacs interactively
Parallelizing assistance functionalities
Parallelizing assistance functionalities

- iPAt/OMP uses the Omni OpenMP compiler.
- The three components of the Omni OpenMP compiler are:
  - C/F-front
  - Xobject
  - Exc toolkit
- The assistance libraries use the Exc toolkit.
Parallelizing assistance functionalities

- **Shell script manages:**
  1. Translating a source program with the C/F-front
  2. Analyzing the Xobject code with the assistance libraries
  3. Showing the results onto the standard output
Assistance libraries

• Loop parallelism analysis function:
  – Analyzes data dependence relations in a for-loop and shows the results
    • Uses *PowerTest*

• OpenMP directive creation function:
  – Creates the OpenMP directives required for parallelization and shows them
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Interactive environment of iPat/OMP in Emacs

• iPat/OMP mode creation
  – Mode: the environment for the particular operations
    • A mode-name
    • Key-binds
    • Functions
  – Four groups of iPat/OMP Emacs Lisp functions
    • Boot function
    • Assistance command functions
    • Message management function
    • Target selection function
Boot function

- Embeds the assistance functionalities into Emacs
- Splits the Emacs window into two sections:
  1. Main-window:
     - used for editing the program
  2. Sub-window
     - used for the interactive processing of assistance functionalities

<table>
<thead>
<tr>
<th>Sub-window</th>
<th>GNU Emacs</th>
</tr>
</thead>
</table>

After iPAt/OMP started
Assistance command functions

- Carry out assistance functionalities upon request in the following order:
  1. The user requests the parallelizing assistance.
  2. The assistance command function invokes a shell script, which manages the assistance libraries and the Omni OpenMP compiler.
  3. The assistance command function sends the information to the standard output of the shell script for display.
Message management function

- Relates messages in the sub-window to appropriate program sections in the main window by:
  1. Analyzing each message in the sub-window
  2. Visually pointing to the indicated section of the program in the main window

```c
for(i=0;i<10;i++)
{
    A[i]=i;
    d=A[i+1];
}
```

- Line 10: Array 'A' dependence
- Line 11: Message management function
Target selection function

- Enables the user to parallelize a specific part of a program:
  1. The user selects a specific part of the program.
  2. iPatiOMP shows analysis results of the selected section.
  3. iPatiOMP does not allow the editing of other sections until the user finishes or cancels the current selection.

```c
for(i=0;i<10;i++)
{
    A[i]=i;
    d=A[i+1];
}
for(i=1;i<10;i++)
{
}
```

- Main-Window
- User's selection
- Sub-window
- line 10:line 11:Array ‘A’ dependence
- line 15:line 15:Array ‘A’ dependence
Demonstration
```c
#include <stdio.h>
#include <math.h>

int main() {
    double time1, time2, sec2;
    double u[1000 +2][1000 +2], uu[1000 +2][1000 +2];

    int x, y, k;
    double sum;

    for (x = 1; x <= 1000; x++)
        for (y = 1; y <= 1000; y++)
            u[x][y] = sin((double)(x-1)/1000*3.1415927) + cos((double)(y-1)/1000*3.1415927);

    for (x = 0; x < (1000 +2); x++)
        u[x][0] = 0.0;
    u[x][1000 +1] = 0.0;
    uu[x][0] = 0.0;
    return 0;
}
```
```c
Double time1, time2;
double second();

double u[1000 +2][1000 +2], uu[1000 +2][1000 +2];

main()
{
    int x, y, k;
    double sum;
    
    for(x = 1; x <= 1000; x++)
    {
        for(y = 1; y <= 1000; y++)
        {
            u[x][y] = sin((double)(x-1)/1000*3.1415927) + cos((double)(y-1)/1000*3.1415927);
        }
    }

    for(x = 0; x < (1000 +2); x++)
    {
        u[x][0] = 0.0;
        u[x][1000 +1] = 0.0;
        uu[x][0] = 0.0;
    }
}
```
double time1, time2;
double second();

double u[1000 +2][1000 +2], uu[1000 +2][1000 +2];

main()
{
    int x, y, k;
double sum;

    for(x = 1; x <= 1000; x++)
    {
        for(y = 1; y <= 1000; y++)
        {

        }
for(k = 0; k < 100; k++)
{
    for(x = 1; x <= 1000; x++)
    {
        for(y = 1; y <= 1000; y++)
        {
            uu[x][y] = u[x][y];
        }
    }
    for(x = 1; x <= 1000; x++)
    {
        for(y = 1; y <= 1000; y++)
        {

        }
    }
}
for (x = 1; x <= 1000; x++)
{
    for (y = 1; y <= 1000; y++)
    {
        uu[x][y] = u[x][y];
    }
}

#pragma omp parallel for shared(u, uu) lastprivate(x, y)
#pragma omp parallel for shared(u, uu) firstprivate(x) lastprivate(y)
Completed
```c
for(x = 1; x <= 1000; x++)
{
    for(y = 1; y <= 1000; y++)
    {
        uu[x][y] = u[x][y];
    }
}
```
for (x = 1; x <= 1000; x++)
{
    for (y = 1; y <= 1000; y++)
    {
        uu[x][y] = u[x][y];
    }
}
for (x = 1; x <= 1000; x++)
{
    for (y = 1; y <= 1000; y++)
    {
        u[x][y] = (uu[x-1][y] + uu[x+1][y] + uu[x][y-1] + uu[x][y+1])/4.0;
    }
}
Summary

• We proposed a parallelizing assistance tool, called iPAt/OMP.
  – Its design concepts enhance the maintenance of human-readable source code.
  – It does not rely on any particular OS, consisting of a combination of an Emacs mode, Java functions, and shell scripts, making it highly portable.
  – It allows the addition of new assistance capabilities using Emacs Lisp, making it extendable.
Future work

• Improvements in assistance library capabilities:
  – directive creation and optimization
  – program restructuring
  – execution time analysis
• Improvement in the iPAt/OMP environment in Emacs to make it more useful and user-friendly
• Addition of the capability to customize the style of assistance according to individual skill in parallel programming
Future work

• Evaluation of the usability of iPAt/OMP
  – Using bench-mark programs
  – Comparing iPAt/OMP with:
    • Other parallelizing assistance tools
    • Automatic parallelizing compilers
• Collection of advice through the release of a beta version of iPAt/OMP with Omni OpenMP distribution
• Application of this advice in the release of a formal version of the program
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For beginners

- **iPat/OMP**
  - indicates whether or not a program section is parallelizable
  - shows OpenMP directives if the program is parallelizable

- **The user**
  - follows the information from iPat/OMP
  - inserts OpenMP directive

According to the information, the user can request assistance regarding whether a program section is parallelizable or can include OpenMP directives. The commodity editor provides the necessary capabilities to assist the user in this process.
For experts

- iPat/OMP shows more detailed information.
  - If the program is parallelizable: OpenMP directives
  - If the program is not parallelizable: information about the obstacles to parallelization
- The user parallelizes the program based on this information.