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Abstract

In this paper we describe pSigma, which is an infrastructure for instrumenting parallel applications, enabling the users to probe into the execution of an application by intercepting its control-flow at selected points, the selection being made by lucid specifications using symbolic names of data structures and functions in the source program and performance-related information about the memory subsystem. This infrastructure assists application developers and system architects in examining performance events and relating them to the data and control components at the source program level. By providing details on how data is shared among parallel program components, it helps in exposing the performance effects induced by mutual interference or cooperation. Our event-based selection schema using symbolic names from the source domain results in a very user-friendly instrumentation mechanism.

1 Introduction

A variety of performance measurement, analysis, and visualization tools [3, 4, 5, 6] have been created to assist application programmers in tuning and optimizing scientific codes. However, there is still very limited support for fine-grained performance analysis of parallel programs running on real machines. Understanding and tuning memory system performance of scientific applications running on parallel machines is still a critical issue for programmers and architects.

Existing performance analysis and visualization tools tend to be control-centric, since they focus on the control structure of the program (e.g. loops and functions). However, users also need data-centric performance measurement infrastructures that can help them understand the precise memory references that are causing poor utilization of memory hierarchy, especially in a parallel environment.

In order to develop such performance tools, tool developers and researchers often rely on instrumentation libraries [2, 3, 11, 12] to intercept the execution of a program at selected events and insert probe libraries for measurement and analysis. Unfortunately, such instrumentation libraries are not “performance-oriented”, in that they do not provide the probe library with any information about the state of the machine, or the effect of the current operation on the system. For example, although they allow the probe library to be invoked upon the execution of a memory operation, they do not provide any information about the effect of the operation on the memory subsystem, such as whether it is a hit/miss in the cache, or whether it resulted in issuing any prefetches etc. Similarly, when the probe library is invoked as a result of a load operation, no symbolic information is provided as to which element and which data structure is being accessed.

Tool developers need flexible mechanisms to intercept the execution of a program at selected events based on information that relates performance to symbolic entities in the source program. This information must encompass execution events, such as accesses to array elements, as well as performance events such as cache misses exceeding a certain limit.

In this paper we present a new instrumentation infrastructure, which is an evolution of the SIGMA infrastructure for memory analysis, described in [1], to inject arbitrary user code into a parallel application binary. The user can describe the rules that should trigger the execution of the injected code using a specification that employs symbolic and performance related metrics. The infrastructure provides information at the granularity of individual load/store events for each thread of execution of an application and can be used for understanding sharing of data among parallel threads and the
The remainder of this paper is organized as follows: In Section 2 we discuss the pSigma infrastructure for instrumentation of parallel applications. In Section 3 we describe the symbolic specification of events, in Section 4 we discuss the standardized event description interface to pass information to the event handler and in Section 5 we provide an illustrative example of use of pSigma. Finally, in Section 6, we describe one possible application of the infrastructure, to detect performance critical data structures in an OpenMP benchmark code. We present our conclusions in Section 7.

2 The pSigma Infrastructure

Figure 1 presents an overview of pSigma and the execution environment. On the top left corner of Figure 1, the three principal components of pSigma software are shown: a catalogue of events, a library of event-handlers and the module psigmaInst. An application user consults the event catalogue and composes a script describing a configuration for the memory subsystem, a list of events to be monitored, and the associated event-handlers, which can be picked from the pSigma library or supplied by the user. The psigmaInst module takes the script, the application binary and any user-supplied event-handlers and produces an instrumented binary that performs the desired probing.

Events can be of two types: Execution-specific events identify actions specified by the source program, such as the execution of a load, store or floating point instruction using a chosen data structure, or during the invocation of a certain function. Performance-specific events identify points during execution when certain criteria of performance metrics are satisfied, such as cache miss count exceeding a certain limit, an instruction or loop repeating a specified number of times.

The bottom of Figure 1 depicts the scenario when the instrumented binary is executed. The instrumented binary executes possibly multiple threads and whenever a designated event occurs, it generates an event-description packet. Memory related events are passed to the memory simulator, which simulates the cache structure for each processor. The packets carry the thread identification, so that corresponding caches are manipulated. After simulating the event in the cache structure, it generates event-descriptors that carry the results of cache accesses. All event-data packets are directed to the corresponding event-handlers that consume the data. All event-descriptors adhere to a standardized event-data format so that handlers can be developed using the uniform interface format. Event-data includes the identification of the data and control locations, in terms of symbolic names used for the data structures and functions in the source program. For instance, it uniquely identifies the subject data element and array name in the program and the line number and function of the source program that is manipulating it during that event. Memory simulators can also optionally provide cache subsystem state, giving access results (hit/miss) at each level, information on evicted elements on cache fills and list of prefetched data elements.

An event handler can use the event information in arbitrary ways. Handlers can accumulate data and produce summaries at the end or enumerate the data and produce traces and profiles. The pSigma library provides a host of event handlers, that typically summarize event-data: they can provide compressed traces of execution, enumerations of selected event data, summaries of cache behavior, categorized by functions and data structures, etc.

In addition, pSigma system also provides a facility to specify memory subsystem parameters and data structure paddings that can be simulated. The handlers can also dynamically turn on/off the generation/handling of certain events based on the occurrence of other events.

3 Symbolic Specification of Events

To facilitate usability and for fine grained instrumentation of selected parts of a program pSigma provides an easy scripting language for expressing desired actions. The specification is a set of directives, each specifying an event and a corresponding action to be taken when that event occurs. The event can be one event or a logical combination of several events. An event is a predicate on the current operation (e.g. operation is a load or it suffered an L1 miss), or a predicate on the accumulated state of the system (e.g. accumulated L1 Miss count exceeds a constant). The library supplies a list of events and counters that are tracked in pSigma. An event can also be further qualified by a context which can specify that the event must be considered only when it relates to a named data structure and/or occurs within the execution of a specified function. A function can invoke a handler or print a counter.

directive ::= on compoundEvent do action
compoundEvent ::= event | compoundEvent and event
                 | compoundEvent or event

event ::= currentEvent [ context ] [ counterState refOp value ]
        ::= counterState constant

currentEvent ::= load | store | L1Miss | L2Hit ...
counterState ::= counterName [ context ]
counterName ::= cumL1Misses | cumL2Hits ...
context ::= for structureName in functionName
action ::= call handlerName | print counterName
Examples:

1. on L1Miss for A in F do call myHandler
2. on L1Miss for A in F and (cumL1Misses > 1000) for A in F
do call myHandler
3. pSigmaInst -p scriptFile myHandlers.a appbin

In the first example, myHandler is invoked whenever an access to A in function F incurs a miss in L1. In the second example, the handler is called for each L1 miss on A in F after 1000 such misses have incurred. The third example illustrates how pSigma is invoked, supplying a script file, the library of user-supplied handlers and the application binary. The script file contains the event directives and the memory configuration of the system. The pSigmaInst command instruments the application binary as specified by the script and generates a new binary app.inst which includes all the necessary libraries. When this is executed, the handlers are invoked when the associated events occur.

Thus pSigma enables easy specification of very complex combination of conditions and provides sophisticated selection of events for which the user can obtain very detailed information on cache states and side-effects during execution. Using this infrastructure, users can quickly implement intelligent probes to get to the bottom of a performance problem.

4 Event Handler Interface

When the execution of an application is intercepted, pSigma provides the following information to the corresponding event handler. This interface is standardized so that all event handlers, including those to be supplied by the users, can be written for this interface. The event descriptor structure has three main components:

1. InstructionData: This includes the virtual address of the instruction that triggered the event, the opcode/type of the instruction (load, store, float etc.), the source line number and file to which this instruction belongs.
2. MemoryData: This indicates hit/miss at each level of cache and TLB that occurred when this instruction is executed, a list of evicted lines, prefetched lines that took place at each cache level during the execution of this instruction.
3. CumulativeData: This includes performance counters accumulated during program execution for each data structure and for each function.

5 An Illustrative Example

To illustrate the use of pSigma, we analyze here a simple Fortran sequential kernel, whose main loop is
blocks. Since the TLB, in this experiment, is only 2-
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6 OpenMP programs on pSigma

When threads concurrently executing on multiple
processors make accesses to shared data, there are
many opportunities for performance analysis and tun-
ing. There are several degrees of freedom that can be
exploited to improve performance in this area: careful
scheduling of work items to threads, placement of
threads on different processors and placement of data
in the address space. All these decisions interact with
the data sharing pattern dictated by the application and

shown in Figure 2. We instrumented the application to
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On each load and store operation on the selected data
structures \(myHandler\) is invoked. It accesses the MemoryData structure provided by the standardized event de-
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Table 1. cache to cache transfers in NAS CG

<table>
<thead>
<tr>
<th>Array</th>
<th>Function</th>
<th>Memory References</th>
<th>Stores</th>
<th>Cold Misses</th>
<th>c2c transfers</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>conj_grad@OL@B@OL@F</td>
<td>741241600</td>
<td>0</td>
<td>2624</td>
<td>1048576</td>
</tr>
<tr>
<td>a</td>
<td>conj_grad@OL@B@OL@F</td>
<td>741241600</td>
<td>0</td>
<td>16588</td>
<td>70057</td>
</tr>
<tr>
<td>z</td>
<td>conj_grad@OL@B@OL@13</td>
<td>29649664</td>
<td>0</td>
<td>2621</td>
<td>39427</td>
</tr>
<tr>
<td>z</td>
<td>conj_grad@OL@B@OL@11</td>
<td>11200000</td>
<td>5600000</td>
<td>0</td>
<td>2395</td>
</tr>
<tr>
<td>colidx</td>
<td>conj_grad@OL@B@OL@F</td>
<td>741241600</td>
<td>0</td>
<td>0</td>
<td>403</td>
</tr>
</tbody>
</table>

Table 1. cache to cache transfers in NAS CG

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>!$omp do</td>
</tr>
<tr>
<td>2</td>
<td>do j=1,naa+1</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>p(j) = r(j)</td>
</tr>
<tr>
<td>4</td>
<td>enddo</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>!$omp do</td>
</tr>
<tr>
<td>6</td>
<td>do j=1,lastrow-firstrow+1</td>
</tr>
<tr>
<td>7</td>
<td>sum = 0.d0</td>
</tr>
<tr>
<td>8</td>
<td>do k=rowsstr(j),rowsstr(j+1)-1</td>
</tr>
<tr>
<td>9</td>
<td>sum = sum + a(k)*p(colidx(k))</td>
</tr>
<tr>
<td>10</td>
<td>enddo</td>
</tr>
<tr>
<td>11</td>
<td>q(j) = sum</td>
</tr>
<tr>
<td>12</td>
<td>enddo</td>
</tr>
</tbody>
</table>

Figure 7. Segment of the code from CG that had a large number of cache line transfers

Influence the performance. For instance, when a producer and consumer of a data item are scheduled to run on different processors, the corresponding cache line will have to be transferred between the two processors, which could be avoided if the producer and consumer are assigned to the same thread or to the same processor. Another example is that of false sharing [7, 9, 8], where two threads access disjoint sets of data from the same cache line, but do not necessarily share any data from it. Because of coherence policies, this can result in the cache line ping-ponging between two processors, which can be avoided under some conditions. Analysis of such situations for potential performance improvements can be complex. But it must be aided by tools that provide detailed accounts of what is happening. Our goal is to provide an infrastructure for these studies where pSigma will be able to expose potential opportunities and also provide simulated results when data is repartitioned, work is repartitioned among threads and schedules are rearranged.

In this section we provide an example of a simple observation of how many times cache lines are being transferred between processors. Some of these may be avoided and some may not be. Here we just provide a count for all such transfers. Our tool, known as c2c, provides a count of cache-to-cache transfers under the following conditions. It assumes an infinite cache system. The first time a cache accesses a line, that is counted as a cold access. All other accesses, ideally should not cause a fault, under the infinite cache assumption. However, in a multi-processor situation, a writer invalidates the line from all other caches and hence the caches may have to obtain the line again for further accesses. Since all caches are infinite, all these will be cache to cache transfers. This count gives an idea about the flow of information and can be used to guide the schedules and data mapping.

We instrumented the CG OpenMP benchmark from NPB ([10]) suite. A segment of this code, which is repeated a large number of times, is shown in Figure 7. Two loops manipulate the array p. The first loop initializes it and the second loop accesses it through indirection. Both loops are parallelized (statically scheduled) by OpenMP directives. Since the producer and consumer for the same data may run on two different processors, this will cause some cache to cache transfers. Table 1 shows the transfer counts categorized by function and data structure. Our tool indicated that the data structure p has suffered more than 80% of the total invalidations in the program. This information is useful for tuning the application for improved performance.

7 Conclusion

In this paper we presented the pSigma infrastructure for instrumentation of parallel applications. This infrastructure allows the user to probe into the execution of the application at selected points, which can be specified in a natural language using symbolic names of data structures and functions and performance-related information. Furthermore, the infrastructure transparently provides performance-related metrics which can assist in developing data-centric performance monitoring and analysis tools.

We demonstrated one possible application of the
infrastructure by implementing a tool which detects cache-to-cache transfers in OpenMP applications.
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